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ABSTRACT

This paper presents FACETS, a tool that helps to man-
age and navigate large digital music libraries, aiming to aid
the work of musicologists, composers, MIR researchers
and the interested public. It supports queries based on
melody, rhythm and metadata, as well as management of
symbolic music datasets in MusicXML, MEI, Humdrum
and ABC formats. It provides fast collection index and
search functions based on Elasticsearch [1], with ranking
methods by relevancy and music similarity, and an easy-
accessible GUI with score visualization. FACETS is dis-
tributed as a Docker Image, with source code available on
Github.

1. INTRODUCTION

With a rising number of online music libraries published in
the past decades, there is an increasing demand of tools to
better organize, navigate and query information in these
libraries. Most of the search tools for music libraries
are metadata-based, including the ones embedded in mu-
sic streaming services like Spotify [2] and online music
databases like Discogs [3], which locates music documents
by descriptive information such as title, composer, genre.
In such cases, queries can be addressed by text-based re-
trieval methods. Alternatively, some allow search by con-
tent in music compositions like melody and rhythm, which
involves the extraction and processing of music informa-
tion. The majority of existing content-based music search
tools focused on automatic detection and identification of
audio music [4] [5], while only a few dedicated to content-
based search in symbolic music datasets, such as Peach-
Note [6] and Musipedia [7].

FACETS is a tool that helps to manage and navigate
symbolic music libraries of different styles and formats.
It supports queries by melody, rhythm and metadata. Es-
pecially, it provides ranking based on music similarity, and
score visualization with highlighted matching results. It re-
lies on Elasticsearch to index and search documents, guar-
antees a fast response time for query in large collections.
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This paper mainly explains the functionalities of
FACETS. Details of its design, indexing structures, fea-
ture extraction and ranking algorithms are elaborated in
our previous work [8].

2. OVERVIEW OF FACETS

2.1 Software Components

FACETS is a software implemented in Python Django
framework, which uses Elasticsearch as a back-end, acces-
sible by both REST API and GUI.

2.2 Data Management

The data management module allows users to upload and
manage digital music scores of their choice. Index cre-
ation, music data upload, and metadata upload are sup-
ported in this module.

Users may create new indexes, in order to help cate-
gorize documents for different search purposes. Created
indexes are stored on Elasticsearch server. After index cre-
ation, users may upload digital scores in MusicXML, MEI,
Humdrum and ABC formats, or a ZIP file including docu-
ments in these formats.

FACETS processes and indexes these documents. Ba-
sic descriptive metadata, as well as chromatic interval fea-
tures, diatonic interval features and rhythmic features are
extracted from them, then the features are converted into
text-based encoded N-grams, and stored on Elasticsearch.

2.3 Dashboard

The stored data may be explored. The overview of indexes,
and list of music documents stored in each index with basic
descriptions can be accessed in both GUI and REST API.
The GUI exclusively provides visualization of digital score
documents using Verovio library.

2.4 Search

2.4.1 Search Input

Both metadata and content of the indexed music docu-
ments can be searched through GUI, as shown in Figure 1.
An index must be chosen from the list of existing indices
to specify the search range.

Users may enter text keywords to find documents by
metadata. If search by content is desired, the query may be
entered through an embedded piano keyboard, given a set



Figure 1. The search input GUI in FACETS.

of musical notes with pitch and duration information, or in
ABC notation.

Four search types are available in FACETS: chromatic,
diatonic, rhythmic and text.

Users may search melody using chromatic or diatonic
search. When a query is submitted in chromatic search
type, a sequence of chromatic interval values between con-
secutive pitches is extracted from the query, and accord-
ingly, the system finds scores in the selected index which
contains one or more fragments that shares the same chro-
matic intervals. Each of these fragments are presented as
a matching pattern in the search result. Similarly, if dia-
tonic search type is chosen, a sequence of diatonic intervals
would be extracted from the query for locating its match-
ing patterns.

A mirror search option is available for chromatic and di-
atonic search, which finds matching patterns of same pitch
intervals in both original and the opposite direction. Ex-
ample and details can be found in [8].

When a query is entered in rhythmic search type, a se-
quence of ratios between consecutive notes with distinctive
pitches would be extracted from the query. The system at-
tempts to find matching patterns in the selected index based
on such sequence.

Text search locates music documents by querying key-
words in their metadata.

2.4.2 Search Result

Figure 2 shows the search result page in GUI. Statistics
displays the number of matching patterns and documents.
The list of documents may be filtered by composer, while
more aspects such as genre and time period may be used
to filter the search result in the near future. Users may also
choose ranking methods. The search result page gives pre-
views of matching documents, with synthetic information
and links to explore full scores with highlighted matching
patterns.

2.4.3 Ranking

Users may choose to rank search results by relevancy or
similarity. Rank by relevancy refers to ranking of matching
documents based on occurrences of matching keywords or
patterns, thus the document with highest numbers of oc-
currences may appear on the top in search results. Ranking
by similarity is specially made for content-based queries,

Figure 2. An example of search result page, corresponds
to a query.

which measures music similarity between the query and
each matching patterns, so the document that contains the
most similar matching pattern may appear on the top. Edit
distance [9] is adopted to measure similarity. Details of
ranking algorithms are presented in [8].

2.5 Distribution

FACETS is distributed as a Docker image [10]. A demo is
available on Huma-num 1 . The source code is available on
Github 2 .

3. PERSPECTIVES

FACETS provides fast information retrieval service for
digital music resources, aiming to help the work of mu-
sicologists, composers, MIR researchers and the interested
public.

In the near future, endeavours would be made to im-
prove the faceted navigation [11] in search result GUI.
We also envision an advanced version of data visualiza-
tion with clustering and knowledge graphs, in order to pro-
vide potential links between music compositions based on
content. Furthermore, the list of search features may be
upgraded in the long term, towards more comprehensive
capability in music search.
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