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ABSTRACT
This paper presents a general formalism for Recommender Systems based on Social Network Analysis. After introducing the classical categories of recommender systems, we present our Social Filtering formalism and show that it extends association rules, classical Collaborative Filtering and Social Recommendation, while providing additional possibilities. This allows us to survey the literature and illustrate the versatility of our approach on various publicly available datasets, comparing our results with the literature.
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1. INTRODUCTION
Recommender Systems (RSs) help users or groups of users deal with information overload by proposing to them items suited to their interests. The history of RSs started in the late 1990s with work by the GroupLens team at University of Minnesota [18] to recommend news, and by MovieLens in 1996 to recommend movies, which demonstrated that automated recommendations were very well received by users. Then Amazon, which had been incorporated in 1994, published its patent in 2001 and has been serving recommendations ever since, acting as a de facto reference showcase for the efficiency of RSs [33]. The Netflix competition (2006-2009) attracted over 41,000 participating teams [6] and turned RS into a hot topic among researchers.

The first papers on collaborative filtering showed how to use the opinions of similar users to recommend items to the active user [1]. Since then, research in RSs has become very active (see for example a recent RS survey including more than 250 references [8]) and RSs have been successfully used in many industry sectors to recommend items: movies (Netflix [6], MovieLens [41]), products (Amazon.com [33], La Boîte à Outils [47]), songs [3], jobs to Facebook users (Work4Labs.com [16]), books, friends, banners or content on a social site (Skyrock.com [44]) etc.

RSs exploit various sources of information: about users (their demographics), about products (their features) and about user interactions with the products [8; 25], either explicit (rating, satisfaction) or implicit (product purchased, book read, song heard, content clicked etc.) More recently, Social networks and social media (blogs, social tagging sites, etc) have emerged and become very active. A social site will allow users to construct profiles (public or semi-public), to share connections with other users and to view and traverse lists of connections made by others in the system [10]. Authors [8; 51; 56; 57] have thus proposed to also include information from social media (Facebook, Twitter, ...) because social relations obviously influence users’ behaviors. There are two visions for social recommendation [56]:

- The narrow definition only considers RSs which combine users’ data and data from their social relationships. It is the one most used in the literature. In this case, we need an explicit social network such as, for example, Facebook, to provide the social relationships;

- In a broader definition, a social RS is any recommendation system targeting social media (blogs, social tagging, video sharing, etc.) or even ecommerce. In this case, we might not have an explicit social network, but could still derive an implicit social network.

RSs implementations are based on various techniques [1]: content-based, collaborative filtering (both memory- and model-based), hybrid or social [56]. Performances are evaluated through various criteria [52].

In this paper, we propose a Social Filtering formalism (SF), based on Social Network Analysis (SNA), which allows us to describe, within the same formalism, both association rules, traditional Collaborative Filtering (CF) and Social Recommendation (SR), while providing additional ways to implement a RS, thus producing novel RSs.

The paper can thus be read as a survey on RSs, with experiments illustrating the various RSs presented. We have not tried, in this paper, to optimize hyper-parameters, but rather intended to present a wide repertoire of RSs tested in a uniform setting to allow for comparisons which are usually hard to make since, in the literature, each paper has its own settings and hyper-parameters choices.

The paper is organized as follows: in section 2, we introduce general concepts and notations, and we review traditional
techniques in section 3. In section 4, we introduce our Social Filtering formalism and show in section 5 how it relates to conventional approaches. In section 6, we introduce evaluation metrics and various representative datasets. In section 7, we present extensive experimental results to illustrate the various RSs presented in the paper: we reproduce known results from the literature, and add new results, showing the benefits brought by our unifying formalism. Our conclusion identifies remaining issues and perspectives in section 8.

2. NOTATIONS

RSs use available data to generate lists of recommendations. Depending on the application, data can involve:

- **Usage**: the user visits a site and performs various actions on items shown (clicks, insertion-into-cart, purchases) which are collected in the site log files. Such actions provide feedback on the user’s interest in a given item, which are essentially positive (the fact that the user did not act on the item at that time does not necessarily mean he did not like it). This data is often called *implicit* because the user did not generate it intentionally, but it comes as a side effect of the user’s actions.

- **Ratings**: the user posts his evaluations or “likes” of items displayed on the site. These ratings can appear as stars, numbers or even comments. They can be positive or negative. Most users will not leave any evaluation and those who do might widely differ in their rating ways. Ratings are said to be *explicit* data, since the user intentionally acted to provide them.

- **Additional data**: in most cases, many more data sources exist on items and users.
  - **Items**: items such as products, contents or banners usually have associated attributes, such as for example the title and author of a book. Obviously these attributes are important to understand whether a user could be interested in the item.
  - **Users**: various types of information might be available, from a mere IP address to cookies to detailed attributes of registered customers (name, address, history of purchases, etc). Knowing the user in details should help building personalized recommendations for him/her. Additionally, information from social media (friends, followers, etc) might also be available.
  - **Data from the RS**: the RS itself produces ordered lists of items recommended to the user who might like them later (clicks, purchases, etc. will indicate that).

Usage and rating data can be represented by an interaction (or preferences) matrix $R$ which encodes the actions of users on items. Table 1 below, for example, shows 4 users who rated 5 movies (ratings are shown by numbers). In the case where the user’s interaction is a purchase or a click, matrix $R$ is binary, with 1 indicating the item was purchased and 0 if it was not. In cases where repeated consumption is possible, values in matrix $R$ indicate the number of times the item was consumed, thus leading to $R$ having the same structure as for ratings. In the following, we will use the word *consume* to indifferently mean rate, purchase or click.

<table>
<thead>
<tr>
<th>Amy</th>
<th>Men</th>
<th>Unchained</th>
<th>Forrest</th>
<th>Gump</th>
<th>Gran Torino</th>
<th>Pulp Fiction</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Paul</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Rob</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Liz</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1: Interaction matrix $R$ in the case of ratings.

It should be noted that collecting implicit user’s behavior is usually easier than requiring the user to provide explicit feedback or provide access to his/her social network. Most users purchase but very few items and rate even less: as few as 1% of users who consume an item might also rate it. As a result, matrix $R$ is often very sparse, even more so in the case of ratings.

We will denote by $L$ (resp. $C$) the total number of users or lines in $R$ (resp. total number of items or columns). Matrix $R$ is thus of dimensions $L \times C$. Usually, matrix $R$ is very large: a few millions $\times$ a few tens-hundreds of thousands.

3. STATE-OF-THE-ART

RSs have been studied for more than 15 years now [1; 8]. Traditional techniques are grouped into content-based, Collaborative Filtering, hybrid, and, more recently, social [8], which we describe in this section.

3.1 Content-based

Content-based RS [1; 35; 46] use items (or users) descriptions to define items’ (or users) profiles. A user is then recommended items which profiles best match the items he best rated in the past, or items which users with most similar profiles best rated in the past. Sometimes, users only provide descriptions (instead of ratings), in this case items’ profiles are constructed using these descriptions [16]. To implement Content-based RSs, we need a similarity measure (among items or users) and profiles comparison (for example k-nearest neighbors).

3.2 Collaborative Filtering

Collaborative Filtering is certainly the most widely used technique for implementing RSs. There exist two main groups of CF techniques: memory-based (or neighborhood methods [1]), and model-based (or latent factor models [42]).

As stated earlier in the introduction, CF methods use the opinion of a group of similar users to recommend items to the active user [1; 27; 32; 42; 54]. According to [42], the two key assumptions behind these systems are:

- Users who had similar tastes in the past will have similar tastes in the future;
- Users’ preferences remain stable and consistent over time.
In the literature, there exist two main groups of CF techniques [59]: model-based or latent factor models [42; 34; 2] and memory-based or neighborhood methods [1; 32].

### 3.2.1 Model-based methods

Model-based RSs [11; 14; 29; 54; 60; 61] estimate a global model, through machine learning techniques, to produce unknown ratings. This leads to models that neatly fit data and therefore to RSs with good quality. However, learning a model may require lots of training data which could be an issue in some applications. In the literature many model-based CF systems have been proposed:

- Reference [11] proposes a probabilistic model in which ratings are integer valued; the model is then learnt using Bayesian networks;
- Reference [61] designs a CF system based on support vector machine (SVM) by iteratively estimating all missing ratings using an heuristic;
- Reference [29] develops a neural network-based collaborative method: a user-based and an item-based methods;
- Reference [28] describes various methods used for the Netflix prize\(^1\) and in particular the matrix factorization methods which provided the best results.

One of the most efficient and best used model-based methods is matrix factorization [42; 59] in which users and items are represented in a low-dimensional latent factors space. The new representations of users (\(\hat{U}\)) and items (\(\hat{I}\)) are commonly computed by minimizing the regularized squared error [59]:

\[
\min_{\hat{U},\hat{I}} \sum_{u,i} \left( r_{u,i} - \hat{v}_u^T \hat{v}_i \right)^2 + \lambda_1 \| \hat{v}_u \|^2 + \lambda_2 \| \hat{v}_i \|^2 \tag{1}
\]

where \(\lambda_1\) and \(\lambda_2\) are regularization parameters, \(r_{u,i}\) is the rating that user \(u\) gave to item \(i\), \(\hat{v}_u\) and \(\hat{v}_i\) are the new representations of user \(u\) and item \(i\) respectively, \(\hat{U}\) and \(\hat{I}\) are the new representation sets of the sets of users and items, respectively. Once the new representations of users and items \(\hat{v}_u\) and \(\hat{v}_i\) have been computed, we can obtain the predicted rating \(\hat{r}_{u,i}\) as follows:

\[
\hat{r}_{u,i} = \hat{v}_u^T \hat{v}_i \tag{2}
\]

Matrix factorization methods can be generalized to probabilistic models called Probabilistic Matrix Factorization [42; 50; 59]. These techniques are more suited to explicit feedback cases. They usually produce very good results but suffer from extremely large sizes of matrix \(R\) [3].

### 3.2.2 Memory-based methods

Memory-based CF techniques rely on the notion of similarity between users or items to build neighborhoods methods.

#### 3.2.2.1 Similarity.

If \(a\) is the active user for whom we seek recommendations, \(u\) another user and \(i\) and \(j\) two items, we will denote:

- \(I(a), I(u)\) and \(I(\text{a} \& u) = I(a) \cap I(u)\) the sets of items consumed by \(a, u\), both \(a\) and \(u\) respectively.
- \(U(i), U(j)\) and \(U(i \& j) = U(i) \cap U(j)\) the set of users who consumed \(i, j\) and both \(i\) and \(j\), respectively.
- \(\overrightarrow{R}(u)\) the line of matrix \(R\) for user \(u\) and \(\overrightarrow{C}(i)\) its column for item \(i\).
- \(\overline{r}(u)\) the average of \(\overrightarrow{R}(u)\) (average rating given by \(u\) or average number of items consumed by \(u\)) and \(\overline{c}(i)\) the average of \(\overrightarrow{C}(i)\) (i’s average rating or average number of users who consumed \(i\)).

\[
\overline{r}(u) = \frac{1}{C} \sum_{i=1}^{C} r_{u,i} \quad \overline{c}(i) = \frac{1}{L} \sum_{i=1}^{L} r_{u,i}
\]

The similarity between users \(a\) and \(u\) can be defined through many similarity measures, for example cosine, Pearson correlation coefficient (PCC) [1] or asymmetric cosine [3] similarities (equations (3), (4) & (5) below respectively):

\[
\text{Sim}(a, u) = \cos \left[ \overrightarrow{R}(a), \overrightarrow{R}(u) \right] = \frac{\sum_{i=1}^{C} r_{a,i} \times r_{u,i}}{\sqrt{\sum_{i=1}^{C} (r_{a,i})^2} \sqrt{\sum_{i=1}^{C} (r_{u,i})^2}} \tag{3}
\]

\[
\text{Sim}(a, u) = \text{PCC} \left[ \overrightarrow{R}(a), \overrightarrow{R}(u) \right] = \frac{\sum_{i \in (a) \cap (u)} [r_{a,i} - \overline{r}(a)][r_{u,i} - \overline{r}(u)]}{\sqrt{\sum_{i \in (a) \cap (u)} (r_{a,i} - \overline{r}(a))^2} \sqrt{\sum_{i \in (a) \cap (u)} (r_{u,i} - \overline{r}(u))^2}} \tag{4}
\]

\[
\text{Sim}(a, u) = \text{asym-cos} \left[ \overrightarrow{R}(a), \overrightarrow{R}(u) \right] = \frac{\sum_{i=1}^{C} r_{a,i} \times r_{u,i}}{\left[ \sum_{i=1}^{C} (r_{a,i})^\alpha \right]^{1/\alpha}} \left[ \sum_{i=1}^{C} (r_{u,i})^\alpha \right]^{1-\alpha} \tag{5}
\]

Note that, in the binary case, asymmetric cosine for \(\alpha = \frac{1}{2}\) is equivalent to cosine similarity. The similarity between items \(i\) and \(j\) can be defined in the same fashion: cosine, Pearson correlation coefficient or asymmetric cosine (equations (6), (7) & (8) below respectively):

\[
\text{Sim}(i, j) = \cos \left[ \overrightarrow{C}(i), \overrightarrow{C}(j) \right] = \frac{\sum_{u=1}^{L} r_{ui} \times r_{uj}}{\sqrt{\sum_{u=1}^{L} (r_{ui})^2} \sqrt{\sum_{u=1}^{L} (r_{uj})^2}} \tag{6}
\]

\[
\text{Sim}(i, j) = \text{PCC} \left[ \overrightarrow{C}(i), \overrightarrow{C}(j) \right] = \frac{\sum_{u \in (i) \cap (j)} [r_{ui} - \overline{c}(i)][r_{uj} - \overline{c}(j)]}{\sqrt{\sum_{u \in (i) \cap (j)} (r_{ui} - \overline{c}(i))^2} \sqrt{\sum_{u \in (i) \cap (j)} (r_{uj} - \overline{c}(j))^2}} \tag{7}
\]

\[
\text{Sim}(i, j) = \text{asym-cos} \left[ \overrightarrow{C}(i), \overrightarrow{C}(j) \right] = \frac{\sum_{u=1}^{L} r_{ui} \times r_{uj}}{\left[ \sum_{u=1}^{L} (r_{ui})^\alpha \right]^{1/\alpha}} \left[ \sum_{u=1}^{L} (r_{uj})^\alpha \right]^{1-\alpha} \tag{8}
\]
The score functions are then de
threshold, using user/item similarity). or neighbors with similarity larger than a given $N$-nearest neighbors, for some $N$. These neighborhoods can be defined as a neighborhood of item $i$ of $K$ of $i$ ($\forall u \in V(i)$) the

\[ \text{Sim}(i, j) = \text{asym-cos}_a(\vec{c}(i), \vec{d}(j)) \]

\[ = \frac{\sum_{u=1}^{L} r_{ui} \times r_{uj}}{\left[ \sum_{u=1}^{L} r_{ui}^\alpha \right] \times \left[ \sum_{u=1}^{L} r_{uj}^\alpha \right]^{1-\alpha} } \]  

(8)

It should be noted that both users and items similarity measures above take into account the actions on all items (resp. of all users): this is why these measures are called collaborative.

3.2.2.2 Collaborative Filtering scores.

CF techniques produce, for an active user $a$, a list of recommended items ranked through a scoring function (or aggregation function), which takes into account either users most similar to $a$ (user-based CF) or items most similar to those consumed by $a$ (item-based CF).

Let us thus denote $K(a)$ the neighborhood of $a$ and $V(i)$ the neighborhood of item $i$. These neighborhoods can be defined in many ways (for example, $N$-nearest neighbors, for some given $N$, or neighbors with similarity larger than a given threshold, using user/item similarity).

The score functions are then defined for users and items as:

\[ \text{Score}(a, i) = \sum_{u \in K(a)} r_{ui} \times f[\text{Sim}(a, u)] \]

\[ \text{Score}(a, i) = \sum_{j \in V(i)} r_{aj} \times g[\text{Sim}(i, j)] \]  

(9)

where various functions $f$ and $g$ can be used [1]:

- For user-based CF: average rating (or popularity) of item $i$ by neighbors of $a$ in $K(a)$, weighted average rating and normalized average rating of nearest users weighted by similarity to $a$ (from top to bottom in equation (10) below):

\[ \text{Score}(a, i) = \frac{1}{\text{card}[K(a)]} \sum_{u \in K(a)} r_{ui} \]

\[ \text{Score}(a, i) = \sum_{u \in K(a)} r_{ui} \times \text{Sim}(a, u) \]

\[ \text{Score}(a, i) = \lambda(a) + \sum_{u \in K(a) \cap U(i)} \left( r_{ui} - \lambda(u) \right) \times \text{Sim}(a, u) \]  

(10)

- For item-based CF: average rating by $a$ of items neighbors of $i$ in $V(i)$, weighted average rating, normalized average rating weighted by their similarity with $i$:

\[ \text{Score}(a, i) = \sum_{j \in V(i)} r_{aj} \times \text{Sim}(i, j) \]

\[ \text{Score}(a, i) = \frac{1}{\text{card}[V(i)]} \sum_{j \in V(i)} r_{aj} \]

\[ \text{Score}(a, i) = \sum_{j \in V(i) \cap I(a)} \left( r_{aj} - \lambda(j) \right) \times \text{Sim}(i, j) \]

\[ \text{Score}(a, i) = \lambda(i) + \sum_{j \in V(i) \cap I(a)} \left| \text{Sim}(i, j) \right| \]  

(11)

Another mechanism has been developed [3] to produce locality instead of explicitly defining neighborhoods. Functions $f$ and $g$ are defined so as to put more emphasis on high similarities (with high $q$, $q'$):

\[ \text{Score}(a, i) = \sum_{u \in K(a)} r_{ui} \times \left[ \text{Sim}(a, u) \right]^q \]

\[ \text{Score}(a, i) = \sum_{j \in V(i)} r_{aj} \times \left[ \text{Sim}(i, j) \right]^{q'} \]  

(12)

For $q = 0$, this is equivalent to average rating, and for $q = 1$, this is similar to weighted average rating.

We then rank items $i$ by decreasing scores and retain the top $k$ items ($i_1, i_2, ..., i_k$) which are recommended to $a$, such that:

\[ \text{Score}(a, i_1) \geq \text{Score}(a, i_2) \geq ... \geq \text{Score}(a, i_k) \]  

(13)

3.2.2.3 Conclusion on CF techniques.

Notice that while memory-based techniques produce ranked lists of items, model-based techniques predict ratings, through a score which can be used also to rank recommendations. In practice, all CF systems suffer from several drawbacks:

- New user/item: collaborative systems cannot make accurate recommendation to new users since they have not rated a sufficient number of items to determine their preferences. The same problem arises for new items, which have not obtained enough ratings from users. This problem is known as the cold start recommendation problem;

- Scalability: memory-based systems generally have a scalability issue, because they need to calculate the similarity between all pairs of users (resp. items) to make recommendations;

- Sparsity: the number of available ratings is usually extremely small compared to the total number of pairs user - item; as a result the computed similarities between users and items are not stable (adding a few new ratings can dramatically change similarities) and so predicted ratings are not stable either;

- Information: of course memory-based and model-based techniques use very limited information, namely ratings/purchases only. They could not use content on users or items, nor social relationships if these were available.
The representation of users and items in a low dimensional space in latent factor models mitigates the cold start recommendation problem but raises a scalability issue. In general, latent factor methods are known to generally yield better results than neighborhood methods [28; 42; 59].

3.3 Social Recommender Systems

Traditional RSs, and in particular model-based systems, rely on the (often implicit) assumption that users are independent, identically distributed (i.i.d). The same holds for items. However, this is not the case on social networks where users enjoy rich relationships with other members on the network. It has long been observed in sociology [40] that users’ “friends” on such networks have similar taste (homophily). It is thus natural that new techniques “friends” on such networks have similar taste (homophily). Memory-based and model-based systems.正如传统CF系统，可以分为两种家族: 基于CF的方法: 社会推荐器，类似于传统CF（如第3.3.1节所述），和基于显式链接的社交推荐器，可以分为两个家族: 内存基础和模型基础的系统。

3.3.1 Social Recommender Systems based on explicit social links

In this section, we assume that users are connected through explicit relationships such as friend, follower etc. Unsurprisingly, with the recent thrive of online social networks, it has been found that users prefer recommendations made by their friends than those provided by online RSs, which use anonymous people similar to them [53]. Most Social RSs are based on CF methods: social collaborative recommenders, like traditional CF systems, can be divided into two families: memory-based and model-based systems.

3.3.1.1 Memory-based Social Recommender

Memory-based methods in social recommendation are similar to those in CF (presented in section 3.2.2), the only difference being the use of explicit social relationship for computing similarities.

- In [64; 65] the authors present their social-network-based CF system (SNCF), a modified version of the traditional user-based CF and test it on Essembly.com\(^2\) which provides two sorts of links: friends and allies.
  - In [64], they use a graph theoretic approach to compute users’ similarity as the minimal distance between two nodes (using Dijkstra’s algorithm for instance), instead of using the ratings’ patterns as in traditional CF; it is assumed that the influence will exponentially decay as distance increases. They show that this method produces results worse than traditional CF;
  - In [65], the user’s neighborhood is just simply its set of friends in the network (first circle). This approach provides results slightly worse than the best CF. But the computation load is much reduced: from computing the similarity of all pairs of users to just looking for the user’s friends. This is a dramatic improvement to the scalability issues of CF. They also show that if the allies are used instead of friends, then the results are as good as CF, but at a much reduced computation cost.

- In [24], authors observe on a dataset from Yelp\(^3\) that friends tend to give restaurant ratings (slightly) more similar than non-friends. However, immediate friends tend to differ in ratings by 0.88 (out of 5), which is rather similar to results in [65]. Their experimental setup compares their model-based algorithm (probabilistic), a Friends Average approach (which only averages the ratings of the immediate friend), a Weighted Friends (more weight is given to friends which are more similar according to cosine-similarity), a Naïve Bayes approach and a traditional CF method. All methods which use the influences from friends achieve better results than CF in terms of prediction accuracy.

- Reference [12] presents SaND (Social Network and Discovery), a social recommendation system; SaND is an aggregation tool for information discovery and analysis over the social data gathered from IBM Lotus Connections’ applications. For a given query, the proposed system combines the active user’s score, scores from his connections and scores between terms and the query;

- Reference [51] proposes two social recommendation models: the first one is based on social contagion while the second is based on social influence. The authors define the social contagion model as a model to simulate how an opinion on certain items spreads through the social network;

- Reference [19] proposes a group recommendation system in which recommendations are made based on the strength of the social relationships in the active group. This strength is computed using the strengths of the social relationship between pairwise social links (scaled from 1 to 5 and based on daily contact frequency).

3.3.1.2 Model-based Social Recommenders

Model-based methods in social recommenders represent users and items into a latent space vector (as described in section 3.2.1) making sure that users’ latent vectors are close to those of their friends.

- Reference [4] combined matrix factorization and friendship links to make recommendations: the recommendation score for the active user is the sum of the scores of his friends.

- Reference [38] proposes algorithms which yield better results than non-negative matrix factorization [31], probabilistic matrix factorization [42] and a trust-aware recommendation method [37]. It presents two social RSs:
  - A matrix factorization making sure that the latent vector of a given user is close to the weighted average latent vectors of his friends;

\(^2\)http://www.essembly.com

\(^3\)http://www.yelp.com
\begin{itemize}
  \item A matrix factorization minimizing the difference between a user’s and his friends’ latent vectors individually.
\end{itemize}

Finally, a few social RSs combine social and content-based techniques. For example, [17] proposes two ways to aggregate users’ preferences with those of their friends: enrich users’ profiles with those of their friends or aggregate users’ recommendation scores with those of their social relationships.

### 3.3.2 Trust and influence-based social Recommender Systems

As explained in [38] “trust relationships” are different from “social relationships” in many respects. Trust-aware RSs are based on the assumption that users have taste similar to other users they trust, while in social RSs, some of the active user’s friends may have totally different tastes from him [38]. This was also observed in [65], with the differences between friends and allies, which represents a case where trust is explicitly provided by users.

In everyday life, people may ask other people (friends, relatives, someone they trust) for a recommendation. If the person cannot provide sufficient information, she may indicate another person whom she knows which could, and so on. The notion of trust network arises naturally: one tend to have faith in the opinion of people trusted by the people he trusts himself, transitively. Conversely, the notion of influence can be seen as close to that of trust: when providing a friend with a referral, a trusted user influences her friend. It has long been known that this “word-of-mouth effect” can be used commercially, such as for example in viral marketing.

Recently, it was attempted to incorporate trust or influence knowledge into RSs. Beyond the mere expected increase in efficiency, computing trust may also alleviate recurrent problems of traditional RSs, such as data sparsity, cold start or shilling attacks (fake profile injections) to bias recommendations.

#### 3.3.2.1 Trust computation.

The trust relationship is directional, i.e. the fact that user \( u_1 \) trusts user \( u_2 \) at some level \( t \) does not necessarily mean that \( u_2 \) trusts \( u_1 \) at the same or another level. Trust can be represented by a binary value, 0 for “not trusted user” and 1 for “trusted user”, or through more gradual scales [20; 21; 39] or even with a probabilistic approach [15; 48]. Some models include an explicit notion of distrust [21; 67], but most of them ignore it.

For RSs, trust is computed over an explicit social network to increase the information available to generate recommendations. There exist two cases in the literature: either trust is provided explicitly in a trust network, or it has to be inferred.

In an explicit trust network, we propagate and aggregate trust to infer long chains of trust [67; 20]. Trust computation also requires an aggregation strategy, to combine estimates obtained from different paths from one user to another. Several operators may be used like minimum, maximum, (un)weighted sum and average. Different strategies may also be applied: propagate trust first, then aggregate; or aggregate first, then propagate (the latter allowing easier distributed computation).

In non-explicit trust networks, trust has to be inferred. For example, in [45], the author defines a profile and item-level trust, based on correct previous recommendations.

#### 3.3.2.2 Trust-enhanced Recommender Systems.

In explicit trust networks, users provide the system with trust statements for their peers, be it on a gradual scale (Moleskining [5]), allies (Essembly [65]) or lists of trusted and non-trusted people (Epinions [39]). Then, for the recommendation to a specific user \( u \), trust is estimated between \( u \) and the relevant users, in order to weigh the recommendation, either through trust-based weighted mean (rating from user \( u \) for item \( i \) is an ordinary weighted mean of the ratings of users which have evaluated \( i \), where the weights are the trust estimates for these users) or Trust-based CF (as in classical CF methods, replacing similarity-based weights by trust-based weights obtained via propagation and aggregation strategies as described above).

### 3.3.3 Social Recommender Systems based on implicit social links

Recently, a new type of social RSs has been introduced which rely not upon an explicit social network (as in section 3.3.1) but upon networks which can be derived from users’ behaviors and have thus been named implicit networks. Users will be implicitly connected if, for example, they take pictures in the same locations [23], they attend the same events or click on the same ads [44]. The implicit users’ social network can then be used, as in section 3.3.1, to build recommendations.

For example, [57] extracts from cooking recipes bipartite graph (recipes, ingredients) and sets the weight of the link in the ingredients network as the point-wise mutual information of the ingredients, extremities of the link. Authors then apply a discriminative machine learning method (stochastic gradient boosting trees), using features extracted from the ingredients network, to predict recipe ratings and recommend recipes. Results show that the structural features extracted from the ingredient networks are most critical for performances.

Similar approaches have been developed for RSs where no ratings are provided, but only information on whether objects were collected (product purchased, banner clicked, movie watched, song listened to).

\begin{itemize}
  \item Reference [66] uses a resource-allocation process in the object network to define the weight on the links and an aggregate score: they show that their technique is more efficient on the MovieLens dataset than traditional CF;
\end{itemize}
Reference [44] shows an example to recommend ads banners: for an active user, the similarity among banners is measured by the number of users who clicked on both. Then traditional item-based CF is applied. Authors show a 20-fold increase in number of cumulated clicks with the social RS compared to the random selection of 5 recommendations.

3.3.4 Conclusion
Social RSs are still relatively new. There is a lot of active research in this area and it should be expected that new results will extend the field of traditional systems to incorporate social information of all sorts. In particular, the field of social recommenders built on implicit social networks seems particularly promising and we will now dig deeper in this direction to produce our Social Filtering formalism.

4. SOCIAL FILTERING
Our Social Filtering formalism (SF) is based upon a bipartite graph and its projections (see [22; 66] for a discussion of bipartite graphs). A bipartite graph is defined over a set of nodes separated into two non-overlapping subsets: for example, users and items, items and their features, etc. A link can only be established between nodes in different sets: a link connects a user to the items she has consumed. The bipartite network is then projected into two (unipartite) networks, one for each set of nodes: a Users’ and an Items’ networks. In the projection (see Figure 1), two nodes are connected if they had common neighbors in the bipartite graph. The link weight can be used to indicate the number of shared neighbors. For example, two users are linked if they have consumed at least one item in common (we usually impose a more stringent condition: at least $K$ items).

Projected networks can then be used to define neighborhoods [55] or recommendation algorithms which perform better than conventional CF on the MovieLens dataset [66]. This generic formalism extends these early contributions: we are able to reproduce results from various classical approaches, and we also provide new approaches, allowing more flexibility and potential for improved performances, depending on the dataset.

In the SF formalism, as in traditional CF, we build recommendations by defining neighborhoods and scoring functions.

4.1 Similarity

4.1.1 Support-based similarity
In the case of implicit feedback (binary interaction matrix $R$), in essence, the link between two users $a$ and $u$ (resp. $i$ and $j$) represents an association rule $a \rightarrow u$ (resp. $i \rightarrow j$) with the link weight proportional to the rule support, where

$\text{Support of rule } a \rightarrow u \text{ (resp. } i \rightarrow j) \text{ is defined as:}$

$\text{Supp}(a \rightarrow u) = \frac{\# \text{ Items cons. by } a \text{ and } u}{\# \text{ Items}} = \frac{1}{C} \sum_{i=1}^{C} r_{ai} r_{ui}$

$\text{Supp}(i \rightarrow j) = \frac{\# \text{ Users who cons. } i \text{ and } j}{\# \text{ Users}} = \frac{1}{L} \sum_{u=1}^{L} r_{ui} r_{uj}$

In the case of a non-binary matrix $R$ (ratings), support is similarly defined. Hence, $\text{Support}$ is defined in general as:

$\text{Supp}(a \rightarrow u) = \frac{1}{C} \sum_{i=1}^{C} r_{ai} r_{ui}$

$\text{Supp}(i \rightarrow j) = \frac{1}{L} \sum_{u=1}^{L} r_{ui} r_{uj}$

Support is similar to cosine similarity (equations (3) and (6)), so that we can use support as a similarity measure. We will define support-based similarity of users (resp. items) as:

$\text{Sim}(a, u) = \text{Supp}(a \rightarrow u)$

$\text{Sim}(i, j) = \text{Supp}(i \rightarrow j)$

4.1.2 Confidence-based similarity
In the case of implicit feedback, the confidence of link $a \rightarrow u$
(resp. $i \rightarrow j$) is defined, as for association rules, by:

$$\text{Conf}(a \rightarrow u) = \frac{\# \text{ Items cons. by } a \text{ and } u}{\# \text{ Items cons. by } a} = \frac{\sum_{i=1}^{C} r_{ai} r_{au}}{\sum_{i=1}^{C} r_{ai}}$$

$$\text{Conf}(i \rightarrow j) = \frac{\# \text{ Users who cons. } i \text{ and } j}{\# \text{ Users who cons. } i} = \frac{\sum_{u=1}^{L} r_{ui} r_{uj}}{\sum_{u=1}^{L} r_{ui}}$$

For ratings (non-binary matrix $R$), confidence will be similarly defined. Hence, "Confidence" is defined in general as:

$$\text{Conf}(a \rightarrow u) = \frac{\sum_{i=1}^{C} r_{ai} r_{au}}{\sum_{i=1}^{C} r_{ai}}$$

$$\text{Conf}(i \rightarrow j) = \frac{\sum_{u=1}^{L} r_{ui} r_{uj}}{\sum_{u=1}^{L} r_{ui}}$$

This is again similar to cosine similarity. We can thus also use confidence as a similarity measure. Confidence-based similarity of users (resp. items) is defined as:

$$\text{Sim}(a, u) = \text{Conf}(a \rightarrow u)$$

$$\text{Sim}(i, j) = \text{Conf}(i \rightarrow j)$$

### 4.1.3 Asymmetric confidence-based similarity

We might want to define similarity between $a$ and $u$ (resp. $i$ and $j$) from both $a \rightarrow u$ and $u \rightarrow a$ links, which is not the case for confidence. Following [3], we thus define the following Asymmetric Confidence-based Similarity of users/items, where $\alpha$ is a parameter to be tuned by cross-validation:

$$\text{Sim}(a, u) = \left[ \text{Conf}(a \rightarrow u) \right]^{\alpha} \left[ \text{Conf}(u \rightarrow a) \right]^{1-\alpha}$$

$$\text{Sim}(i, j) = \left[ \text{Conf}(i \rightarrow j) \right]^{\alpha} \left[ \text{Conf}(j \rightarrow i) \right]^{1-\alpha}$$

This measure is identical to asymmetric cosine, generalizes confidence similarity of link $a \rightarrow u$ (for $\alpha = 0$) and of link $u \rightarrow a$ (for $\alpha = 1$) and, in the case where matrix $R$ is binary, cosine similarity as well (for $\alpha = 0.5$).

### 4.1.4 Jaccard Index-based similarity

Jaccard Index [36] measures the similarity of lists by counting how many elements they have in common. The Jaccard Index of users $a$ and $u$ (resp. items $i$ and $j$) is defined (in the binary case) as:

$$\text{Jaccard}(a, u) = \frac{\text{Card} \left[ a \cap u \right]}{\text{Card} \left[ a \cup u \right]}$$

$$\text{Jaccard}(i, j) = \frac{\text{Card} \left[ i \cap j \right]}{\text{Card} \left[ i \cup j \right]}$$

According to the definition of the Jaccard index, we thus have for users (and similarly for items):

$$\text{Jaccard}(a, u) = \frac{\sum_{i=1}^{C} r_{ai} r_{au}}{\sum_{i=1}^{C} r_{ai} + \sum_{i=1}^{C} r_{ai} - \sum_{i=1}^{C} r_{ai} r_{au}}$$

As above, Jaccard index will be similarly defined if matrix $R$ is not binary. Hence, Jaccard index for users / items is defined as:

$$\text{Jaccard}(a, u, \alpha) = \frac{\sum_{i=1}^{C} r_{ai} r_{au}}{\sum_{i=1}^{C} r_{ai} + \sum_{i=1}^{C} r_{ai} - \sum_{i=1}^{C} r_{ai} r_{au}}$$

$$\text{Jaccard}(i, j, \alpha) = \frac{\sum_{u=1}^{L} r_{ui} r_{uj}}{\sum_{u=1}^{L} r_{ui} + \sum_{u=1}^{L} r_{uj} - \sum_{u=1}^{L} r_{ui} r_{uj}}$$

We then define the Jaccard-based Similarity of users / items as:

$$\text{Sim}(a, u, \alpha) = \text{Jaccard}(a, u, \alpha)$$

$$\text{Sim}(i, j, \alpha) = \text{Jaccard}(i, j, \alpha)$$

### 4.2 Neighborhoods

Now that we have defined various similarity measures, we can define the neighborhood $K(a)$ of user $a$ (resp. $V(i)$ of item $i$): we only give the definition for users, items are similar in any of the following ways (all users or only the Top N) or only those with similarity measure larger than a threshold can be chosen:

- $K(a)$ is the first circle of user $a$ in the Users graph, where neighbors of $a$ in the circle can be rank-ordered by any of the previously defined similarity measures: support-based; confidence-based; asymmetric confidence-based; Jaccard Index-based.

- $K(a)$ is the local community of user $a$ in the Users graph, where local communities are defined as in [43].

- $K(a)$ is the community of user $a$ in the Users graph (where communities are defined, for example, by maximizing modularity [22]).

These last two cases are completely novel ways to define neighborhoods: they exploit the homophily expected in social networks (even implicit as here), where users with the same behavior tend to connect and be part of the same community. In CF, users in $K(a)$ (with cosine similarity) are such that they have consumed at least one item in common (otherwise their cosine would be 0); in the SF setting such users would be linked in the Users graph ($K \geq 1$). In the above community-based definitions of $K(a)$, users in $K(a)$ might not be directly connected to active user $a$. These definitions thus embody some notion of paths linking users, through common usage patterns.

### 4.3 Social Collaborative Filtering scores

We now define scoring functions as for Collaborative filtering (equations (10), (11) and (12) above) with the various social similarity measures (equations (15), (17), (18) and (20)) and the various neighborhoods we have defined.

- For user-based SF: average rating (or popularity) of item $i$ by neighbors of $a$ in $K(a)$, weighted average rating, normalized average rating of nearest users weighted by similarity to $a$, as in equation (10) above.
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For item-based SF: average rating by a of items neighbors of i in V(i), weighted average rating, normalized average rating of nearest items weighted by their similarity with i, as in equation (11) above.

As in equation (12), scores with locality parameters q and q’ can be used with any of the similarity measures defined above. We then rank-order items i by decreasing scores as in equation (13) and retain the top k \((i_1^q, i_2^q, \ldots, i_k^q)\) recommended to a.

5. SOCIAL FILTERING AND OTHER RSs

To implement the SF framework, we need to build the bipartite network and project it to unipartite networks, after choosing adequate parameters K and K’ (Figure 1) and eliminating mega-hubs if necessary [44]. Then, depending upon the choice of similarity measure (equations (15), (17), (18) and (19)), neighborhoods and score function (equations (10), (11) or (12)) we obtain a RS which is equivalent to one of the following classical recommender systems:

- **Association rules** [9] of length 2 can be used for recommendation [47]. They are obtained from the item-based SF formalism with K = K’ = 1, asymmetric confidence-based similarity with \(\alpha = 0, N = 1\) (V(i) is reduced to the first nearest neighbor) and local scoring function (equation (12)) with q’ = 1.

- **CF** is obtained with K = K’ = 1, asymmetric confidence with \(\alpha = 0.5\) (cosine similarity) and the usual CF score functions (identical to those used by SF).

- **CF with locality** [3] is obtained with K = K’ = 1, asymmetric confidence and score function as in equation (12).

- **Social RS**: if an explicit social network is available, such as a friendship network for example, then one can use that network as a Users’ graph and proceed as in the SF framework. In [65], the authors use the first circle as neighborhood and show that their results are slightly worse than conventional CF, but at a much reduced computational cost.

- **Content-based RS**: instead of building a bipartite Users x Items graph, one could use the exact same methodology and build a bipartite Users x Users’ attributes or Items x Items’ attributes graph and recommend items liked by similar users or items similar to those consumed by the user, with a similarity measure based on the projected graphs.

As can be seen above, the SF formalism generalizes various well established recommendation techniques. However, it offers new possibilities as well: the Social Filtering formalism thus extends content-based, association rules and CF, with new similarity measures and new ways to define neighborhoods.

By only building once one bipartite graph and the projected unipartite graphs, we have at our disposal, in a unique framework, a full set of similarity measures, neighborhood definitions and scoring functions; thus allowing us to produce many different RSs, evaluate their performances and select the best.

We will illustrate in section 7 performances on various standard datasets, comparing our SF formalism to conventional techniques and showing original results produced within our SF framework.

6. EVALUATION

6.1 Performance metrics

A RS can be asked either to predict a rating (in the case of explicit feedback) or to rank items (in the case of implicit feedback). The two visions are quite different and globally correspond to model-based and memory-based approaches in CF respectively [1]. Performance metrics differ in these two cases [52].

**Predictive case**: we want to evaluate how close predicted rating \(\hat{r}_{ij}\) is to actual rating \(r_{ij}\). We thus use classical performance metrics from machine learning:

- **AUC**: Area Under the Curve [52].
- **RMSE** (Root Mean Square Error) and **MAE** (Mean Absolute Error) defined as:
  \[
  MAE = \frac{1}{I} \sum_{i,j} |r_{ij} - \hat{r}_{ij}|
  \]
  \[
  RMSE = \sqrt{\frac{1}{I} \sum_{i,j} (r_{ij} - \hat{r}_{ij})^2}
  \] (21)

where I is the total number of tested ratings.

**Ranking case**: in that case, we want to evaluate whether recommended items were adequate for the user; for example, recommended items were later consumed. We thus have a Target set for each user which represents the set of items he consumed after being recommended. This can be implemented by splitting the available dataset into Training / Testing subsets (taking into account time stamps if available). In this case, metrics are those classically used in information retrieval:

- **Recall@k** and **Precision@k** are defined as:
  \[
  Recall@k = \frac{1}{I} \sum_{a} \frac{Card(R_a \cap T_a)}{Card(T_a)}
  \]
  \[
  Precision@k = \frac{1}{I} \sum_{a} \frac{Card(R_a \cap T_a)}{k}
  \] (22)

where \(R_a = (i_1^a, i_2^a, \ldots, i_k^a)\) is the set of k items recommended to a, \(T_a\) is the target set for a. We can also plot Recall@k as a function of the number of recommended items and compute the AUC for that curve.

- **Fβ-measure**: \(F_\beta\) is designed to take into account both recall and precision; \(F_1\) is the most commonly used. \(F_\beta\) is defined as:
  \[
  F_\beta@k = \frac{(1 + \beta^2) \times prec@k \times recall@k}{(\beta^2 \times prec@k) + recall@k}
  \] (23)
• MAP@k (Mean Average Precision) was used, for example, in the Million Song Dataset challenge⁴; it is defined as:

\[
\text{MAP}@k = \frac{1}{L_{\text{test}}} \sum_{u \in \text{Test}} \frac{1}{k} \sum_{i=1}^{k} \frac{C_{ui}}{L_{ui}}
\]

where \( C_{ui} \) is the number of correct recommendations to user \( u \) in the first \( i \) recommendations (Precision@\( i \)) for user \( u \) and \( L_{ui} = 1 \) if item at rank \( i \) is correct (for user \( u \)), 0 otherwise.

In practical situations, we are also interested in more qualitative indicators showing whether all users (resp. items) get recommendations (resp. are recommended) or which items are recommended: as we will see, some RSs might be better on performance indicators and poorer on these qualitative indicators and it will be the user’s choice to trade performance decrease for qualitative indicators increase.

- **Users’ coverage**: this is the proportion of users who get recommendations:

\[
\text{UsersCoverage}@k = \frac{\# \text{ Users in Test with k Reco}}{L_{\text{test}}}
\]

where \( L_{\text{test}} \) is the number of users in the test set.

- When Users’ coverage is partial, we want to know what the **average number of recommendations** was for the users with partial lists:

\[
\text{AvNbRec}@k = \frac{k}{\sum_{K=0}^{k-1} K \cdot \# \text{ Users in Test with k Reco}} - \frac{\# \text{ Users with k Reco}}{L_{\text{test}}}
\]

- **Items’ coverage**: higher diversity (recommended items are varied) should result in more attractive recommendations [52]. We thus want to have a high coverage, i.e. a high proportion of items which get recommended. When this is evaluated on a test set (e.g. 10% of users), the Items’ coverage will appear lower than if we were evaluating it on the full population of users. Yet, since all other indicators are evaluated on the test set, for homogeneity reasons, we will also report the evaluation of Items’ coverage of the lists of recommended items for users in the test set.

\[
\text{ItemsCoverage}@k = \frac{\# \text{ Items in Reco Lists}}{C}
\]

- **Head/Tail coverage**: if we rank items by decreasing popularity (number of users who purchased the item), we call **Head** the 20% of items with highest popularity and **Tail** the remaining 80% [47]. Recommending only most popular items will result in relatively poor performance and low diversity. We thus define the rate of recommended items in the **Head** and in the **Tail**:

\[
\begin{align*}
\text{RateHead}@k &= \frac{1}{L_{\text{test}}} \sum_{u \in \text{Test}} \frac{\# \text{ Reco for u in Head}}{\# \text{ Reco for u}} \\
\text{RateTail}@k &= \frac{1}{L_{\text{test}}} \sum_{u \in \text{Test}} \frac{\# \text{ Reco for u in Tail}}{\# \text{ Reco for u}}
\end{align*}
\]

where the sum runs on the \( L_{\text{test}} \) users in the Test set.

Many more indicators are described in [52], but we will only use these for the experiments described in section 7.

### 6.2 Data sets

To demonstrate the generality of our framework, we present results on various datasets traditionally used in the literature. These datasets, shown in Table 2 are characterized by the number of users, items, preferences (implicit shown by a count of usage or explicit shown by ratings) and, in some cases, existing explicit social relationships.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Preferences Type</th>
<th>Users</th>
<th>Items</th>
<th>Explicit Social</th>
</tr>
</thead>
<tbody>
<tr>
<td>LastFM</td>
<td>Implicit</td>
<td>92,834</td>
<td>Count</td>
<td>1,892</td>
</tr>
<tr>
<td>MovieLens1M</td>
<td>Ratings</td>
<td>6,060</td>
<td>3,883</td>
<td></td>
</tr>
<tr>
<td>Flixster</td>
<td>Implicit</td>
<td>8.2 M</td>
<td>Count</td>
<td>26.7 M</td>
</tr>
<tr>
<td>MSD</td>
<td>Ratings</td>
<td>4.5 M</td>
<td>Count</td>
<td>382,000</td>
</tr>
</tbody>
</table>

Some performance results of RSs on these datasets are already available in the literature. See for example:

- **Lastfm**: this dataset⁵ contains 92,834 listening information counts of 17,632 artists by 1,892 users of the website Lastfm.com. There is an explicit friends’ network with 25,404 links.
- **Flixster**: this dataset⁶ contains 8.2 M ratings of about 49,000 movies by about 1 M users. There is an explicit friends’ network with 26.7 M links.
- **MovieLens1M**: this dataset⁷ contains 1,000,209 ratings of approximately 3,900 movies made by 6,040 users who joined MovieLens in 2000.
- **Million Song Dataset** (MSD): this dataset was used for a Kaggle challenge⁸. It contains 48 M listening counts of 380,000 songs by 1.2 M users.

### 7. EXPERIMENTS

We have implemented our SF formalism on the various datasets presented above. The goal of these experiments is not to demonstrate that our formalism produces better results than other RSs: this would have required systematic runs of multiple splits and optimization of parameter choices;


⁷[http://files.grouplens.org/datasets/movielens/ml-1m.zip](http://files.grouplens.org/datasets/movielens/ml-1m.zip)
whereas we only performed one run without optimizing parameters.

We rather intend to show the versatility of our formalism which provides many different ways to assemble the various ingredients and produce old and new RSs. We also give details, which are not always present in the literature, about the settings we used for the experiments. To allow for comparison, our code is available in open source.

Our experiments will be presented in two sets:

• First, we show that our SF formalism produces results identical to those found by conventional techniques, demonstrating that this formalism can be particularized into some of the existing techniques. Since results reported in the literature use various evaluation metrics and settings (training/test splits for example), we have defined homogeneous settings and reproduced classical methods to compare them to our formalism;

• Then, we show cases where our SF formalism generates new RSs.

In the experiments reported below, we have used various settings which are not always explicit in the literature:

• **Binarization of inputs**
  - Counts: we split the interval of counts into 10 bins with the same number of elements. We then replace each count in matrix $R$ by the bin index;
  - Ratings: we transform ratings into value from 1 to 10 (for example rating 1 to 5 stars is multiplied by 2);
  - Then we transform values $r \in [0, 10]$ into a binary value. We have used the same setting as [3]: 10 is coded as 1, all others as 0. Then all users, resp. items, with their entire line, resp. column, at 0 are eliminated, which is a very drastic reduction of the number of users and items.

• **Data split**: to evaluate performances, we split data into two data sets, one used for training, the other for testing. We implemented the same technique as in [3] for the MSD challenge: take all users, randomize and split: 90% users for training and 10% kept for testing.
  - For training, we use all transactions of the 90% users.
  - We test on the remaining transactions of the test user: we input 50% of the transactions of each test user, and compare the obtained recommendations list to the remaining 50%.

• **Choices of similarity measure, neighborhood and scoring function**. These will be varied, producing the various RSs we want to implement.

For reference, to compare performances obtained in our experiments, we have implemented three classical techniques:

- **Popularity**: we rank items by decreasing popularity (the sum of 1s in the matrix $R$ item column); popularity served as baseline in the MSD challenge$^9$;

- **Bigrams**: we used the apriori algorithm for association rules [9] with length 2 and thresholds on support and confidence at 1% and did not try to further optimize the settings; items are ranked in decreasing confidence of the rule generating them;

- **NMF (non-negative matrix factorization)**: we used the code$^9$ associated to [28], with maximal rank 100 and maximum number of iterations 10,000 and did not try to further optimize the settings.

Performances shown in Table 3 provide a baseline: figures in bold indicate the best performance of the corresponding category. We run our simulations on an Intel Xeon E7-4850 2.00 GHz (10 cores, 512 GB RAM), shared with members of the team (so concurrent usage might have happened in some of the experiments, with impact on reported time). Computing time in hours is thus indicative only (0:01:00 is 1 min, 4:20:00 is 4 hours 20 min). Our formalism was implemented using state-of-the-art libraries, such as Eigen$^{10}$ for computing similarities.

As can be seen, bigrams are very efficient in terms of performances on all four datasets (see also [47]) and they require no parameters tuning (except the support and confidence threshold). But bigrams have low Users’ and Items’ coverage, with all recommended items in the Head.

In contrast, NMF are very sensitive to parameters (maximal rank and maximum number of iterations) and since we did no try to optimize these parameters, we obtain low performances here. In addition, NMF do not scale well with increasing size of datasets. On the other hand, NMF have best Users’ and Items’ coverage (note that after 4 days of computing time, we stopped NMF on MSD). These two techniques illustrate the trade-off one has to make in practice: fine tune parameters vs. default parameters to obtain optimal performances, and performances vs. coverage. Finally scalability is indeed a critical feature.

### 7.1 SFs reproduce classical RSs

We have implemented CF with the code provided by the author$^{11}$ in [3], in 2 versions:

- **Classical CF** [1] with cosine similarity and average score. Results are shown in Table 4, lines CF IB (item-based) and CF UB (user-based);

- **CF with locality** [3]: we exactly reproduced the results shown in [3] for $k = 500$ recommendations as in the MSD challenge (we do not show these results here). We show results in Table 4 for $k = 10$ recommendations (columns CF IB$_{Aiolli}$) for values $q = 5$ and $\alpha = 0$. These results are coherent with those presented in [3];

$^9$https://bitbucket.org/danielbernardes/socialfiltering

$^{10}$http://Eigen.tuxfamily.org

$^{11}$Code on http://www.math.uni.pd.it/~aiolli/CODE/MSD
Note that in Table 4, the neighborhood chosen simply consists of all users/items with non null similarity (the case with \(q = 5\) restores some locality). We found that limiting to a Top \(N\) neighbors (we just tested \(N = 100\)) usually resulted in decreased performances and coverage. Note that, with the datasets sizes we use, a relative difference of 1% is significant.

We have then implemented our SF formalism to reproduce classical RSs:

- **Association rules**: we obtained, as expected, the exact same performances as those shown in Table 3;
- **Item-based CF**: we again obtained, as expected, from the SF formalism, the exact same results as those in Table 4 (lines CF IB and CF UB with cosine similarity, all users/items for neighborhoods \(K(a)\) and \(V(i)\) and weighted average score).
- **CF with locality**: we implemented our SF framework, with settings described in section 5 (\(K = K' = 1\)). The projected networks (and not the explicit network in the case of Lastfm) can be used with different similarity measures and scoring functions, producing various RSs. We again obtained, as expected, from the SF formalism the exact same results as those in Table 4 (lines CF IB Aiolli and CF UB Aiolli).

When comparing CF IB, CF UB, with cosine or Aiolli asymmetric confidence, we do not find one technique systematically best:

- **For CF IB**, asymmetric confidence has better performances and poorer Items’ coverage than cosine on datasets Lastfm and Flixster; but on MovieLens and MSD, cosine is better for performances.
- **For CF UB**, asymmetric confidence is better than cosine for all datasets except MovieLens.
- **CF IB outperforms CF UB** for all datasets except Flixster (both in terms of performance and Users’ and Items’ coverage).

Note that parameters \((\alpha = 0, q = 5)\) have not been optimized the way they were in [3]; it would certainly be possible to choose, by cross-validation, better parameters. But, as we said, the purpose of these experiments is not to fully optimize settings.

Comparing Table 3 and Table 4 shows that bigrams seem to perform best (except for MovieLens), but their Users’ coverage is poor (because the filter on support and confidence limits the number of rules: the threshold was not optimized). These results show that our formalism covers these various classical techniques: association rules, CF (item or user-based) and CF with locality as in [3].

### 7.2 SF produces new RSs

We now show in Tables 5 and 6 implementations of the SF formalism with various choices of similarity measures (equations, (15), (17), (18) and (20)) and neighborhood \(K(a)/V(i)\). We use as score function the weighted average (equations (10) and (11) middle) or, for the asymmetric confidence similarity, the local score of equation (12). In our implementation, we filter the links in the Users’ and Items’ networks with support / confidence less than 1%.

We thus have three differences with the classical implementations of CF above: one is the choice of neighborhood (first circle or local community in the implicit Users or Items network, instead of most similar users/items for CF); next one is the filtering of links in SF which results in a reduction in the numbers of neighbors; and last one is the choice of various similarity measures such as support, confidence, or Jaccard (equations (15), (17) and (20)). Here are our main findings:

- **Item-based Social Filtering**:  
  - Results for SF IB with 1st circle as neighborhood (in Table 5) show that the various similarity measures produce rather different performances. For all datasets, the best technique outperforms bigrams, while improving Users’ coverage and Items’ coverage. In addition, our implementation of SF IB, compared to CF IB, for the parameters of Table 4 \((\alpha = 0, q = 5)\) shows improved performance for all datasets, except MovieLens. Note that Jaccard similarity usually produces poor performances but good Users’ and Items’ coverage and also succeeds in recommending items in the Tail. Except for MovieLens, where Jaccard similarity provides the best performances on all indicators.
  - Results for SF IB with local community as neighborhood are shown in Table 6. Because local communities are not really relevant in implicit networks, we just run experiments on Lastfm and Flixster. The use of local communities in these

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Methods</th>
<th>LastFM</th>
<th>Flixster</th>
<th>MovieLens1M</th>
<th>MSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Popularity</td>
<td>Bigrams</td>
<td>NMF</td>
<td>Popularity</td>
</tr>
<tr>
<td>MAP @ 10</td>
<td>0.05</td>
<td>0.164</td>
<td>0.005</td>
<td>0.085</td>
<td>0.008</td>
</tr>
<tr>
<td>Prec @ 10</td>
<td>0.035</td>
<td>0.082</td>
<td>0.048</td>
<td>0.061</td>
<td>0.120</td>
</tr>
<tr>
<td>Recall @ 10</td>
<td>0.165</td>
<td>0.260</td>
<td>0.161</td>
<td>0.092</td>
<td>0.126</td>
</tr>
<tr>
<td>Users Full Coverage</td>
<td>100%</td>
<td>99.00%</td>
<td>98.65%</td>
<td>99.00%</td>
<td>99.00%</td>
</tr>
<tr>
<td>Users Partial Coverage</td>
<td>4%</td>
<td>0%</td>
<td>0%</td>
<td>26.00%</td>
<td>20.35%</td>
</tr>
<tr>
<td>Avg. num. of reco.</td>
<td>2.5</td>
<td>8</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Items coverage</td>
<td>90%</td>
<td>11%</td>
<td>8.5%</td>
<td>0.96%</td>
<td>0.33%</td>
</tr>
<tr>
<td>Prop. in Tail</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Prop. in Head</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>98.65%</td>
<td>100%</td>
</tr>
<tr>
<td>Computation time</td>
<td>0:01:00</td>
<td>0:05:00</td>
<td>0:01:00</td>
<td>0:01:00</td>
<td>0:01:00</td>
</tr>
</tbody>
</table>

Table 3: Performances of reference techniques.
cases results in a lower MAP, and generally degrades all performance metrics.

- **User-based Social Filtering:**
  - Results for SF UB in Table 5 vary depending on the dataset: sometimes the best SF UB (usually with asymmetric confidence) is better than CF UB or bigrams; sometimes it is worse. For MSD, SF UB has poorer MAP but better precision and recall than best CF IB or bigram.

- **Social RS:** we implemented our SF formalism using the explicit networks (Flixster and Lastfm) for Users’ graph; the neighborhood is the 1st Circle of friends, Communities (computed with Louvain’s algorithm [7]) or Local Communities (computed with our algorithm in [43]) and the score function is the average. Results in Table 7 show, as usual, various situations: on Lastfm 1st Circle has best performances, but Community better Users’ coverage and Local Community better Items’ coverage. For Flixster, Community is best, but 1st Circle has better Items’ coverage and Local Community better Tail coverage.

### 7.3 Ensemble methods

As was demonstrated in many cases, and very notably in the Netflix challenge [6; 30], ensembles of RSs often get improved performances. We have thus implemented a few ensembles using a basic combination method, originated from [13], and used in [3]. To combine $N$ recommenders, we assemble, for each user $a$, the $N$ lists of $k$ recommended items produced by the $N$ RSs.

Let us denote $(i_1, \ldots, i_N)$ the list of items recommended to $a$ (omitted in the notation) by RS $n$ (with $n = 1, \ldots, N$). Some of the lists might have less than $k$ elements. For each list, we assign points to the items in each list as follows: 1st item gets $k$ points, 2nd item gets $k - 1$, etc. The lists are then fused and each item gets the sum of points in the various lists, with the ties resolved through a priority on RSs (the winner comes from the highest priority list).

In order to explore the potential of ensemble techniques, we tried combinations of pairs of RSs: we tested combinations of some of the best SF-based recommenders mentioned above (Tables 4, 5 and 6). Results shown in Table 8 are encouraging:

- For Lastfm, the best two-systems ensemble is CF-IB with Cosine similarity and weighted average score, combined with SF-IB with asymmetric confidence similarity and local score $(q = 1, \alpha = 0)$, which gets a MAP@10 = 0.16. This performance is not better than the one obtained with a unique recommender.

- For Flixster, we obtain an improvement: combining SF-UB with asymmetric confidence similarity and local score $(q = 1, \alpha = 0)$ and SF-UB with asymmetric confidence similarity and local score $(q = 5, \alpha = 0)$ leads to a MAP@10 of 0.175, while the best performance for SF-UB with asymmetric confidence similarity and local score $(q = 5, \alpha = 0)$ at MAP@10 = 0.157.

These preliminary results indeed confirm the potential of ensemble methods. They could certainly be enhanced by testing combinations of more systems, optimizing the parameters and implementing more adequate aggregation methods (Borda’s aggregation method [13] seems rather popular in the literature, but can certainly be improved upon to merge recommendation results).

### 8. CONCLUSION

We have presented a simple and generic formalism based upon social network analysis techniques: by building once the projected Users’ and Items’ networks, the formalism allows reproducing a wide range of RSs found in the literature while also producing new RSs. This unique formalism thus provides very efficient ways to test the performances of many different RSs on the dataset at hand to select the most adequate in that case.
### LastFM

<table>
<thead>
<tr>
<th>Dataset</th>
<th>User-based</th>
<th>Rem-based</th>
<th>Similarity Neighborhood</th>
<th>α = 0</th>
<th>α = 0.5</th>
<th>Asym. Cos (q=1)</th>
<th>α = 0</th>
<th>α = 0.5</th>
<th>Asym. Cos (q=5)</th>
<th>α = 0</th>
<th>α = 0.5</th>
<th>Jaccard</th>
</tr>
</thead>
<tbody>
<tr>
<td>LastFM</td>
<td>Support</td>
<td>Confidence</td>
<td>Asym. Conf. qty 1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asym. Conf. qty 5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Jaccard</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### MovieLens1M

<table>
<thead>
<tr>
<th>Dataset</th>
<th>User-based</th>
<th>Rem-based</th>
<th>Similarity Neighborhood</th>
<th>α = 0</th>
<th>α = 0.5</th>
<th>Asym. Cos (q=1)</th>
<th>α = 0</th>
<th>α = 0.5</th>
<th>Asym. Cos (q=5)</th>
<th>α = 0</th>
<th>α = 0.5</th>
<th>Jaccard</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens1M</td>
<td>Support</td>
<td>Confidence</td>
<td>Asym. Conf. qty 1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asym. Conf. qty 5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Jaccard</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### MSDL

<table>
<thead>
<tr>
<th>Dataset</th>
<th>User-based</th>
<th>Rem-based</th>
<th>Similarity Neighborhood</th>
<th>α = 0</th>
<th>α = 0.5</th>
<th>Asym. Cos (q=1)</th>
<th>α = 0</th>
<th>α = 0.5</th>
<th>Asym. Cos (q=5)</th>
<th>α = 0</th>
<th>α = 0.5</th>
<th>Jaccard</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSDL</td>
<td>Support</td>
<td>Confidence</td>
<td>Asym. Conf. qty 1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asym. Conf. qty 5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Jaccard</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Table 5: Performances of Social Filtering (implicit) with 1st circle; Asym. Cos is the abbreviation for Asymmetric Cosine.

### Table 6: Performances of Social Filtering (implicit) with Local Community.
As can be seen from our experiments, there is no unique silver bullet (so far!): for each dataset, one has to test and try a full repertoire of candidate RSs, fine tuning hyper-parameters (a topic we did not address in this paper) and selecting the best RS for the performance indicator he/she cares for. The richer the repertoire is, the more chances for the final RS to get best performances. This theoretical formalism thus provides a very powerful way to formalize and compare many RSs.

In addition, this integrated formalism enables the production of modular code, uncoupling the similarities and scoring functions computation steps. It also allows for elegant implementation of the recommendation engines, as demonstrated in our published open source code\textsuperscript{12}.

Computing the bipartite network and its projections requires significant computing resources. It can be considered as a set-up step for our recommender framework. This overhead is only worth it if one wants to produce an ensemble of RSs originating from various choices of parameters (similarity measures, neighborhoods and scoring functions) to make comparisons and select the best choice for the dataset at hand. In addition, computation of similarities is the bottleneck (since obviously it involves all pairs of users or items). However, some similarity measures (asymmetric confidence or Jaccard) are more costly than others (support, confidence and cosine) as the figures about computing time show in the various tables.

This work opens ways for future research in several directions:

- We have introduced various choices of similarity measures, neighborhood and scoring functions. Obviously, more choices can be designed and evaluated;
- Since it is easy to produce many RSs within the same framework, we could produce collections – or ensembles – of RSs working together to complement each other weaknesses. More ways for combining recommended lists will be needed to improve upon the Borda’s mechanism discussed here. Inspiration from the literature on ensemble of rating-based RSs could certainly be useful;
- Since implicit and explicit social networks can be set to the same framework, further investigation is required on how to integrate implicit and explicit networks, thus producing hybrid Social recommenders;
- Recent work\textsuperscript{13} allowing to merge user-based and item-based CF seem promising, and could certainly be framed into our formalism;
- The first phase in our formalism consists in projecting the Users and Items network. This step is computationally heavy. Hence, at the present time we cannot process extremely large datasets, such as for example in the MSD challenge. We thus intend to optimize our implementation of the Social Network projection. More generally, our code could be ported to distributed Hadoop-based environments to allow processing of larger datasets and parallel testing of the various hyper-parameters choices.
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